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Abstract

Segmentation of image sequences is a major and time
consuming part of digital special effects production. Where
the sequence is too complex to segment using fully automatic
techniques it is often segmented entirely by hand. This
paper presents a fast semi–automatic technique which allows
interactive segmentation of image sequences with near–static
backgrounds. An operator initially creates a very approximate
segmentation of the scenes. A foreground probability
map is automatically generated by using mixture models
which represent known foreground and background colour
distributions. The operator then iteratively refines the initial
segmentation by thresholding the generated probability maps
until a suitably accurate segmentation has been achieved.
Straightforward sequences can be segmented with very little
human interaction: significant effort is required only on the
most challenging sequences. Results are presented which
demonstrate the use of our system on a variety of image
sequences.

1 Introduction

Visual media post-production frequently requires segmentation
of image sequences to separate an object from a static back-
ground. Often, the camera is also static (or else the sequence
can be stabilised in software to create the same effect). How-
ever, the observed background may not be completely static.
Trees blowing in the wind or even sensor noise will cause the
pixel values in the background to change over time.

A number of different approaches exist for segmentation with
a truly static background. If there is a reference background
image then thresholding the absolute difference image is often
used. This is often described as the “background difference”
approach. Where the true reference background is not known,
it can be estimated. A median, low pass [6] or Kalman [1]
filter can be used on the original sequence to estimate the back-
ground (the latter two filters can also allow the background to
evolve over time to permit lighting changes). Other segmen-
tation techniques can be considered to be special cases of the
background difference approach. The lumakey method simply
takes the intensity of the foreground image as the threshold,
which is equivalent to the background difference approach with
a black background. Chromakey (bluescreen) algorithms [7]

assume the background is uniformly coloured with a known
colour.

Where the background is subject to flicker, techniques which
assume the background is unchanging will tend to identify
large areas of background as changing and therefore classify
these areas as foreground. Stauffer and Grimson [8] model
near-static backgrounds using an on-line K-means algorithm
to build and update a mixture model for each pixel. This model
represents the value that each pixel takes over time when it is
background. If in a new frame the pixel value is sufficiently
unlike any previous background value, it is considered to be
foreground. Raja et al [5] take a similar approach, but model
the foreground instead of the background, and present an
adaptation to allow tracking of the foreground object.

If the background is static or nearly static, there will only be
a small motion in the background areas compared to the fore-
ground. Many approaches (e.g. [2]) use motion to help with
segmentation. However, we have found that motion estima-
tion is too slow and/or too inaccurate, where there is significant
inter-frame movement.

Tsai et al [10] present a technique for interactive segmenta-
tion by using motion estimation to locate manually corrected
pixels in neighbouring frames of a sequence. Interactive algo-
rithms are well suited for use in the post-production environ-
ment where the restrictions of operating in real time on live
data need not apply. Therefore frames can be processed using
information from later frames and human interaction with the
system during processing may be acceptable. Currently in post-
production the speediest and most reliable approach to segmen-
tation is usually for the compositor to build a reference back-
ground image by hand from a selection of frames, difference
each frame with this image using a threshold tuned for each
frame, and then hand edit the result to produce the required
segmentation. In the worst case, it may be necessary to use an
accurate rotoshape to segment manually the entire sequence.
This is a closed spline curve defined by control points which are
set in reference or keyframes. The shape of the curve for inter-
mediate frames is obtained by interpolating the control points
between these keyframes. Drawing an accurate rotoshape can
be a laborious process: a sequence of 100 frames can take half
a day or more of work to produce a suitable result.

In this paper, we present a semi-automatic solution by allowing
some human interaction with our algorithm. We begin by
drawing two rotoshapes which only mark the approximate
position of the foreground and background in each frame of the



sequence. These are similar to garbage mattes which are drawn
to eliminate unwanted objects from automatically generated
segmentation results. We anticipate that an experienced
compositor would be able to generate a suitable pair of
rotoshapes in a few minutes for a typical 100 frame sequence.
In our technique, areas marked as foreground and background
are used to form mixture models of probable foreground and
background colours. The probability that each pixel belongs to
the background or foreground is estimated using these models.
The operator can then interactively select thresholds, either to
provide a segmentation of the scene directly, or else to generate
refined rotoshapes for subsequent iterations of the process in
order to converge toward an acceptable segmentation of the
scene. The final probability map is used as an alpha or matte
channel for future compositing.

This technique is particularly attractive for interactive segmen-
tation because it allows scalability of effort: for a very simple
sequence (such as a uniformly coloured object on a uniformly
coloured background) only a very small amount of human ef-
fort is required. For more complex sequences, more effort can
be employed and a better result achieved. Fully automatic tech-
niques tend either to work well or to fail completely, whereas
manual techniques always require effort even in simple cases.

We have previously used a similar technique for segmentation
of single images. This uses a hand edited hint image to indicate
areas which are definitely foreground and background. In [3]
we presented an algorithm for generating these images
automatically for a sequence given one or two hand-segmented
frames. That algorithm also used colour distributions sampled
from known foreground and background areas to classify
pixels, but only took pixels from single frames. The work
presented here improves upon these results and operates faster
by assuming a near-static background and requiring a marking
of known foreground and background for the entire sequence
rather than just one frame. By analogy with the term hint
images we have used previously [3], we shall refer to the pair
of rotoshapes used as input for the system presented in this
paper as a Hint Sequence.

2 Hint Sequence generation

The first step required by our algorithm is the generation of
rough rotoshapes to form the input Hint Sequence. The first
of these — the outer shape — marks the approximate position
of the foreground object, and it is important that every part of
the foreground is covered by this shape. The second of these
— the inner shape — is entirely inside the foreground, and it
is important that no part of the background is covered by this
shape. Thus, the edge of the foreground object will always lie
between the two, covered by the outer shape but not the in-
ner shape. We call this area the unknown area, and it appears
grey in the Hint Sequence. Since areas outside the outer shape
must be background and areas inside the inner shape must be
foreground, they do not require processing. It is not required
that the inner and outer shapes are drawn for each frame — it

is possible, for example, to mark the foreground in just one or
two frames and leave the entire object in other frames marked
entirely as unknown. This will, however, require more pixels
to be processed automatically and therefore take longer to pro-
cess.

For the results presented in this paper, we use Apple’s Shake
package to generate the Hint Sequence. Figs. 3(c) and 3(d)
show part of the Hint Sequence used for the Tom sequence.
We mix together the inner and outer rotoshape to produce the
required three level image: areas inside the inner and outer ro-
toshape appear white, areas outside the outer rotoshape shape
appear black. The unknown area between the inner and outer
rotoshapes appears grey as required.

3 Processing pixels in the unknown area

We represent the set of colours that a pixel is likely to be when
it is foreground and when it is background using a separate
mixture model for each state. These two models are derived
from pixels sampled from the sequence which are definitely
background or foreground as indicated in the Hint Sequence.
The following subsections describe which pixels are used to
form the foreground and background models, how the models
are formed, and finally how each pixel is classified.

3.1 Sampling pixels

To process a single pixel � at location ��� in frame � within the
unknown area, foreground and background pixels are sampled
from the sequence and used to model the likely values for �
given that � is foreground or background respectively.

We assume spatio-temporal consistency: if the pixel is fore-
ground, its colour is likely to be close to that of another nearby
foreground pixel in the same frame (spatial consistency), or to
a pixel at the same location in a neighbouring frame (temporal
consistency). Since we are assuming that the background is
nearly static, we allow the temporal consistency to dominate
over the spatial and prefer to sample pixels at a similar location
to the current pixel in a distant frame over a pixel further away
in the current frame. As a simplification, we apply the same as-
sumption to the collection of both background and foreground
pixels. In some circumstances it might be preferable to adopt a
strategy that tends to select foreground pixels from the current
frame from a small area around ��� and background pixels from
location ��� in different frames.

To form the sets of background and foreground pixels, we
search forward and backward through the sequence, collecting
all pixels within a box of size � centred on ��� (the location of
the current pixel). Initially ���	� , so that all pixels marked
as foreground or background at location ��� in any frame of
the sequence are sampled first. � subsequently increases,
causing an increasingly larger area of the image sequence to be
sampled. Pixels are extracted from every frame at each stage.



The process continues until a suitable number of foreground
and background pixels have been collected.

3.2 Forming models

At this stage, we have two sets 
�� and 
� of background
and foreground pixels. We wish to use these sets to obtain a
probability estimate to classify � . We use a Mixture Model
to model the distributions of background and foreground. For
speed, we use a clustering method rather than an approach
such as Expectation Maximisation or K–means to compute
the mixture model parameters. We use Orchard Bouman
Colour Quantisation [4] as our clustering method. This
sorts the set into � subsets with ��� pixels in each. We then
calculate the mean � and covariance estimate � of each
subcluster of 
 � and of 
  to form two mixture models��� ������������������� � �� !���" #���� $�%�'&(&(&�� � ��)*�%�")+�,��)-�%.0/ and 1
respectively.

3.3 Pixel classification

The probability of � being foreground is estimated from the
mixture models for the foreground and background. We base
our probability estimate on the Mahalanobis distance [9] rather
than the standard Gaussian mixture model probability. We have
found that our model produces results with fewer erroneously
classified pixels. Which pixels are selected to form the sub-
clusters, and therefore which pixels influence the estimated co-
variance matrix � , is dependent on the position of the unknown
area. As a relatively small number of pixels are used to com-
pute these estimates, the covariance matrices are susceptible to
errors. Under the Gaussian assumption, the pdfs 2 � �43 � � and2 �65 3 � � conditional on these estimated covariance matrices are
extremely sensitive to these errors, due to the exponential na-
ture of the Gaussian. This error sensitivity makes the computed
probabilities dependent on the exact position of the unknown
area, which is undesirable. The measure we use is designed to
be less sensitive to errors in the covariance and therefore to the
position of the unknown area.

The probability that � is part of the background or the fore-
ground is given by

7 � �43 � �98 �3 1:3 ); �=<�� �?> �@�A � � ���?> �@� �%�B> �@� �(C DDD �B> �@� DDD
(1)

7 �E5 3 � �98 �3 /F3 ); �G<�� �?> �H@�A � � ���?> ��@� �%�B> ��@� � C DDD �B> �H@� DDD
(2)

where
� 1I� and

� /J� imply indexing of parameters in the
foreground and background mixture model respectively
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Figure 1: Clusters sampled to classify a single pixel

and 3 1:3 and 3 /K3 are the number of pixels in 
� and 
��
respectively. Function A � � ���4�ML�� is the Mahalanobis distance

A � � ���4�%�N�O� � �QP ����RJ�BS � � �QP ��� (3)

The final classification (probability of foreground) is given by

T � � �O� 7 � �43 � �7 �65 3 � ��U 7 � �43 � � (4)

This formulation is preferred to the more standard ratio of prob-
abilities to simplify thresholding: all values of

T
lie between 0

and 1.

The CIE-Lab colourspace is used for all colour measurements.
In this colourspace, colour differences tend to be small for two
pixels within the same object and large for pixels within differ-
ent objects. Since the colour space also models human percep-
tion, it should help to give intuitive results to the operator: if an
object is being incorrectly classified, it is likely to be apparent
what similarly coloured object in the scene is the cause of the
problem, allowing the user to modify the rotoshapes accord-
ingly.

Figure 1 shows a typical cluster of foreground and background
pixels plotted in CIE-Lab space with a pixel under classifica-
tion. In this case the pixel under classification is 0.9% likely
to be foreground as the pixel is very close to the background
cluster.

4 Interactive thresholding

In some sequences the result of the pixel classification
T

(Equation 4) acceptable. However, it is likely that further
refinement will be required. In this case, the operator
interactively selects thresholds to provide a more precise Hint
Sequence which will be used as input to a subsequent iteration
of the program. Five thresholds are applied to mark each pixel� in the sequence as follows:



V if
7 �E5 3 � �WU 7 � �43 � �"X warn thresh then mark pixel greenV else if

7 �65 3 � �NY back thresh and
7 � �43 � ��Y fore thresh

then mark pixel redV else if
7 �65 3 � �JY back thresh or

TOZ\[
low thresh then

mark pixel background (black)V else if
7 � �43 � �IY fore thresh or

T]Z Y high thresh then
mark pixel foreground (white)V else mark pixel unknown (grey)

Pixels which are marked foreground or background will not
be reprocessed in future iterations but will be sampled during
processing of other pixels. Pixels which do not pass any of the
threshold tests are marked as unknown (grey), in order that they
will be reprocessed at the next iteration. In order to aid the op-
erator in selecting these thresholds, we mark pixels which pass
both background thresh and foreground thresh in red to in-
dicate that the colour clusters were overlapping in colourspace
— the background and foreground colours were too close to
provide a reliable segmentation. The remedy would be either
to raise the background or foreground thresholds until the pixel
resolved to foreground or background respectively, or else to
mark pixels by hand.

Pixels are marked green using warn thresh to indicate that the
colour of this pixel was too dissimilar to both foreground and
background clusters — no objects which have been marked as
foreground or background are similar to the colour of this ob-
ject. It is probable that the pixels have been classified correctly,
and raising low thresh or lowering high thresh will provide
the correct result. If this is not the case (or if changing the
thresholds causes other pixels to be misclassified), some of the
pixels in the green area will need to be manually marked as
background or foreground. This will provide extra information
to the classifier during the next iteration, and similarly coloured
pixels in this area should now be classified correctly. If either
the background or foreground is very uniform, then all areas
marked in green will be foreground or background respectively
and can be manually assigned as such. See Fig. 2(c) for an
example output from the thresholding step, showing red and
green areas.

Any red and green areas remaining after thresholds have been
chosen are automatically converted to grey levels, which forces
such pixels to be reprocessed during a future iteration.

Note that during the interactive thresholding step the only pro-
cessing required is the thresholding of pre-computed probabil-
ity values. This makes the thresholding step fast enough for the
effect of changing a threshold to be visible immediately.

4.1 Hint Sequence Noise Reduction

The thresholding step often leaves small groups of pixels
marked as foreground, background or unknown. These small

groups are likely to be erroneous and may degrade overall
performance. Therefore, a small region removal step can be
applied.

Each frame of the Hint Sequence is processed as a separate
image and each region in the frame is extracted using a region
growing technique. While growing the region, the pixels out-
side the region’s perimeter are examined in order to determine
whether the area surrounding this region is predominantly fore-
ground, background or unknown area. If the region is smaller
than a user selectable threshold size, it is removed by merging it
with the predominant region surrounding it. The unknown area
can also be dilated by a pixel or two to ensure that no pixel is
incorrectly marked as background or foreground along edges.

The output of thresholding, possible hand editing and noise re-
duction is a new Hint Sequence which is more precise than
that used for the previous sequence. This can now be used to
reclassify the sequence during a further iteration step.

5 Alpha channel output

Once a satisfactory segmentation has been obtained, the prob-
ability of foreground image

T
can be used to generate an alpha

channel for the sequence. Individual pixels in the alpha chan-
nel of an image sequence should be 1 to indicate foreground,
0 to indicate background and intermediate values to indicate
that the pixel is a mixture of background and foreground. In
the probability of foreground sequence (

T
), background areas

will have small, non-zero values and foreground areas will have
values slightly less than 1. The final step is therefore to apply
a soft threshold, to force all pixels with a probability less than
low thresh to be background and all with a probability of more
than high thresh to be foreground, intermediate values being
scaled accordingly.

6 Optimisation considerations

Processing each pixel independently proves to be slow. We
have obtained a significant speed increase with very little loss
of quality by processing pixels in 
_^`
 blocks. We assume
that the models for the probable background and foreground
colours for all pixels within the 
a^b
 block are almost iden-
tical. This means that the foreground and background mixture
models need be computed once only for all 
  pixels within
the block. (For the results presented later, 
`�dc .)
Given this assumption, an additional speed increase (with no
further degradation of quality) can be achieved by the use of
an ImageBlockList. For a sequence of 1 frames of dimensions�Ee ^Kfg� we create a 1 element list of

�6eih 
j^Ff h 
O� arrays.
Each element in the arrays contains a list of the known fore-
ground colours and a list of the known background colours for
the corresponding 
d^g
 block of the corresponding frame of
the sequence. Once the ImageBlockList has been generated,
gathering pixels to form the sets 
� and 
�� only requires a



series of memcpy operations from the appropriate element in
the ImageBlockList.

It is also possible to run the algorithm in frame parallel mode on
multiple processors. A single ImageBlockList would be main-
tained for all processors. Each processor is independently as-
signed a single frame (or a small contiguous group of frames
if there are more frames than processors). Before each subse-
quent iteration of the algorithm, the processors would update
the central ImageBlockList and process the same frame(s) in
the next iteration.

7 Results

We have implemented a single processor version of the classi-
fier, and prototyped the interactive threshold step as a node in
the Shake image compositing package. This allows immediate
visualisation of the effect of modifying any of the thresholds
and also allows the thresholds to change for different frames
in the sequence by interpolating the threshold levels between
keyframes. We were also able to apply small modifications to
the resultant hint sequence using the built-in painting functions.
Final thresholding to produce an alpha channel was achieved
using the Lumakey node.

Fig. 2 shows the Patrice sequence. Much of this sequence is
simple to segment as it is akin to a bluescreen sequence. How-
ever, the desk in the background is close in colour both to the
subject’s skin and the sweater, causing areas of confusion. This
problem is exacerbated by large amounts of sensor noise due
to low lighting levels. Creating a reference background image
would be difficult because the subject moves only slightly dur-
ing the sequence. The sequence here is 50 frames long andk!l!m ^gn k c (except for Fig. 2(a) we show a op� l ^Qq lsr crop of
the sequence for clarity). The initial rotoshape (Fig. 2(b)) was
drawn crudely because it was supposed this sequence would be
segmented well. Fig. 2(c) shows the result of thresholding the
processed result. A red area on the right hand side of the image
indicates where both the background and foreground have high
probability due to the clusters overlapping in colourspace. A
small area of this red section was marked by hand to eliminate
this problem. The green area to the left shows where part of the
background is too dissimilar to the background marked in the
Hint Sequence due to the presence of a shadow in this area. Af-
ter the second iteration the problem has disappeared. For many
purposes, the result shown in Fig. 2(d) would be acceptable.
However, three iterations provide an even more acceptable re-
sult. The unknown area in the final Hint Sequence (Fig. 2(e))
was dilated slightly to ensure a soft edge in the segmentation.

The Tom sequence was filmed with a hand-held camera and
stabilised as a pre-processing step to provide a near-static
background. Stabilisation was achieved by rotating, translating
and scaling each frame to align four tracked points. The
black triangle to the left of Fig. 3(b) is an artifact of this
warping. There is still significant residual motion in the
background (too much to apply a technique which requires a

perfectly static background), and the motion blur caused by
the camerashake has not been eliminated. Additionally, there
is a breeze which causes significant movement of the plants.
The initial rotoshapes for two frames are shown in Figs. 3(c)
and 3(d). The segmentation after just two iterations (Figs. 3(g)
and 3(h)) would be acceptable for many applications. There
are still a few patches of background showing because the
colour difference between the hair and the tree-bark is very
small. The wrists also are missing from frame 622 because of
the small colour difference between them and the background.
A further iteration could rectify both of these problems. As
expected, the trousers and the sweater are extracted well since
there is significant colour difference. After processing, the
stabilisation could be reversed to warp the alpha channel back
to the correct location in the original sequence.

The Treewalker sequence (Fig. 4) is extremely challenging,
since there is a lot of background movement. The trousers and
arms are also virtually indistinguishable from the background.
The subject (foreground) is also very small (frame size is� m c\^ l o#o ). The continuous change from shade to light
in the foreground also causes many problems. As with all
sequences shown here, this sequence was captured with a
Camcorder on DV tape. The DCT compression and chroma-
decimation produces significant artifacts and causes edges
to become indistinct. Although the segmentation result after
four iterations is far from perfect (note the missing arms
and foot, which were not marked as foreground in the initial
rotoshape), this may be acceptable for certain applications.
Not surprisingly the red shirt is extracted without difficulty.
Given the small colour differences in this sequence, manually
segmenting all 248 frames to this level of precision would be a
rather laborious task.

8 Conclusions

This paper has presented an algorithm for the semi- automated
interactive segmentation of image sequences. Our results
show that acceptable segmentations can be achieved with
much less effort than manual segmentation, and with little
more effort than a completely automatic technique. Adequate
results can be achieved in a short time, even with challenging
sequences. If the initial results are not sufficiently accurate,
performing further iterations including some human interac-
tion can achieve continual improvement of results until the
segmentation is deemed acceptable.

A non-optimised implementation of the algorithm took approx-
imately 8 seconds per frame to segment the Patrice sequence
using a 2.4GHz Intel Xeon processor. Given that the algorithm
can be implemented in frame-parallel mode, and that dozens
or even hundreds of separate workstations (normally used for
image rendering) are typically available to post production fa-
cilities, the results of each iteration could be available in a very
short time.

Future work will investigate the use of a Bayesian formula-



(a) Input Frame (b) Initial Rotoshape

(c) Thresholds selected for iteration 2 showing
green and red areas

(d) Foreground probability image after iteration
2

(e) Hint Sequence for iteration 3 after noise re-
moval

(f) Final result after 3 iterations

Figure 2: Results the Patrice sequence: Frame 11



(a) Input Frame 622 (b) Input Frame 647

(c) Rotoshape for frame 622 (d) Rotoshape for 647

(e) Hint Sequence for iteration 2: frame 622 (f) Hint Sequence for iteration 2: frame 647

(g) Final Result after two iterations for frame 622 (h) Final Result after two iterations for frame 647

Figure 3: Results with two frames of the Tom sequence



(a) Input frame (b) Initial shape (c) Hint for it. 2 (d) Hint for it. 3 (e) Hint for it. 4 (f) Final output

Figure 4: Results with the Treewalker sequence: Frame 80

tion to classify multiple pixels simultaneously, which should
help prevent small areas of misclassified pixels and ensure that
the edges of objects do not become too sharp. We will also
investigate the incorporation of automatic alpha estimation al-
gorithms [3] into this framework, and the use of sparse motion
estimates to guide the sampling of foreground pixels. Applying
an adapted connected components or shape analysis algorithm
to the output alpha channel estimate may help to reduce the
noise visible in Fig. 4(f) (most algorithms of this nature require
a binary segmentation rather than an alpha channel)

The processes of generating the initial Hint Sequence and of
selecting thresholds should be fast and intuitive for a skilled
system operator as they are analogous to existing manual and
semi-automatic segmentation techniques. The speed and inter-
active nature of the algorithm, combined with the possibility of
implementing the system with an interface which has a similar
“look and feel” to existing systems makes this technique well
suited for use in Visual Media Post Production.
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